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Recap



1. What are Large Language Models (LLMs)?
2. Why LLMs?

3. How do we use LLMs?



Whatis an LLM

Large, general-purpose language
models can be pre-trained and then
fine-tuned for specific purposes



LLMs (Intelligence) as compression

Think of it like compressing the internet.

ZIP

parameters.zip

~140GB file

Chunk of the internet, 6,000 GPUs for 12 days, ~$2M
~10TB of text ~1e24 FLOPS

*numbers for Llama 2 70B



The Scaling law of GPT-4 in terms of Compression

OpenAl codebase next word prediction
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Why Larger language models

® \More world knowledge (LAMA)
O Language models as knowledge base?
® L[arger capacity to learn problem—solving
Abilities
O Coding, revising articles, reasoning etec.

® Better generalization to unseen tasks
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Figure 3: Specialized prompting or finetuning methods can be emergent in that they do not have a positive
effect until a certain model scale. A: Wei et al. (2022b). B: Wei et al. (2022a). C: Nye et al. (2021). D:
Kadavath et al. (2022). An analogous figure with number of parameters on the z-axis instead of training
FLOPs is given in Figure 12. The model shown in A-C is LaMDA (Thoppilan et al., 2022), and the model

Jared Kaplan_et. al Scaling Laws for Neural Language Models
shown in D is from Anthropic.

Jason Wei et. Al. Emergent Abilities of Large Language Models.



https://arxiv.org/search/cs?searchtype=author&query=Kaplan%2C%2BJ

Why Small language models (SLM)

TinyLLaMA: 1.1B
MobileVLM: 1.4B and 2.7B
MobiLlama 0.5B
MobileLLM: 0.1B and 0.3B

« Cheaper but with comparable performance at least in a narrow domain
« Real-time inference in the edges devices

[1] MobileLLM: Optimizing Sub-billion Parameter Language Models for On-Device Use Cases. https://arxiv.org/pdf/2402.14905.pdf
[2] MobiLlama: Towards Accurate and Lightweight Fully Transparent GPT. https://arxiv.org/abs/2402.16840

[3] MobileVLM : A Fast, Strong and Open Vision Language Assistant for Mobile Devices. https://arxiv.org/abs/2312.16886.

[4] TinyLlama: An Open-Source Small Language Model. https://arxiv.org/abs/2401.02385



https://arxiv.org/pdf/2402.14905.pdf
https://arxiv.org/abs/2402.16840
https://arxiv.org/abs/2312.16886

Level of Using LLMs

/ Today’s lecture

Level 1: Prompt Engineering

Lecture in next week

Level 2: Model Fine-tuning r

Level 3: Build Your Own H
A\

e



For a given problem, you could

Prompt engineering Finetuning your model
fancy prompt (e.g. COT) . collect data
Retrieval-augmented generation - training it

usually does not inject to much info

[

[PROMPT|) = 3

Change how we express Change the model
the information need who deals with the need



A new way to balance it: RAG and long context

Super long context to describe the
background and inject some knowledges

N\ : @ A

_ o~ Long-context LLMs
Documentations \ )

Usually more than 100 pages

How to report my taxes?




Today’s lecture



Today’s Lecture

 Knowledge in LLMs
* LLMs as knowledge bases
 Facts updating for LLMs

* Reasoning in LLMs
« Why reasoning is special in LLMSs

* Prompt Techniques for better reasoning



Today’s Lecture

 Knowledge in LLMs

* LLMs as knowledge bases



What i1s a knowledge base?



Graphic from Megan Leszczynski (Stanford)

What is a knowledge base?

January 30, 1882
October 11, 1884

knowledge base

il <

WIKIDATA

Example
knowledge graph

-


https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1214/slides/cs224n-2021-lecture15-lm.pdf
https://www.wikidata.org/wiki/Q8007

Graphic from Megan Leszczynski (Stanford)

What is a knowledge base?

y
1 N OCtObe 7

knowledge base

il <

WIKIDATA

Example

entities or
k abstract classes



https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1214/slides/cs224n-2021-lecture15-lm.pdf
https://www.wikidata.org/wiki/Q8007

Graphic from Megan Leszczynski (Stanford)

What is a knowledge base?

January 30, 1882
October 11, 1884

knowledge base

il <

WIKIDATA

Example

relations between

entities

-


https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1214/slides/cs224n-2021-lecture15-lm.pdf
https://www.wikidata.org/wiki/Q8007

Graphic from Megan Leszczynski (Stanford)

How to query?

Hyde Park

-

SELECT date of birth
WHERE person = “Franklin D. Roosevelt”

query


https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1214/slides/cs224n-2021-lecture15-lm.pdf
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Structured knowledge base
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Right-most graphic from Petroni et al., 2019
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Right-most graphic from Petroni et al., 2019

Downsides of using knowledge bases
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Knowledge
Extraction Pipeline

Data preprocessing

Data merging

Right-most graphic from Petroni et al., 2019

Entity/relation extraction

Ontology extraction

Populating the knowledge base often involves complicated, multi-step NLP pipelines



Right-most graphic from Petroni et al., 2019

Downsides of using knowledge bases

Valorant a

“Born in St. Louis, Missouri, Boston
to a prominent Boston
Brahmin family...”

BORN-IN

Knowledge Extraction T.S. Eliot
Pipeline

[ (T.S. Eliot, Born-1N, Boston) ]

Incorrect extraction

Prone to error propagation (from human annotations or knowledge extraction)



Right-most graphic from Petroni et al., 2019

Downsides of using knowledge bases
Q: Describe Eliot’s family’s

Valorant a

related information.
“Born in St. Louis, Missouri, Boston
to a prominent Boston
Brahmin family...”

o

“| T. . Eliot

Knowledge Extraction T.S. Eliot

Pipeline

[ (T.S. Eliot, Born-1N, Boston) ]

Incorrect extraction

Triples lead to information loss: hard to include all possible information we may be
interested in.



Are there better alternatives?

Traditional knowledge bases are inflexible
and require significant manual effort.



Language Models as Knowledge Bases?
(Petroni et al., 2019)



Image from www.slyderstavern.com

Language models as knowledge bases?

Why language models?
e Scalability: pre-trained on a huge corpus of data
e Time/Labor efficiency: does not require annotations/supervision
e Flexibility: more flexible with natural language queries
e Accessibility: can be used off-the-shelf


http://www.slyderstavern.com/

Image from www.slyderstavern.com

Do language models really store knowledge ?


http://www.slyderstavern.com/
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Image courtesy of Patrick Lewis

h LAMA Probe h

LAMA LAMA

e Goal: evaluate in language models

LAnguage Model Analysis


https://patricklewis.io/img/projects/lama3.png
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h LAMA Probe h

LAMA LAMA

e Goal: evaluate in language models

e Collect set of (i.e. set of facts) and test to see how well the
model’s knowledge captures these facts

LAnguage Model Analysis


https://patricklewis.io/img/projects/lama3.png

Image courtesy of Patrick Lewis

h LAMA Probe h

LAMA LAMA
Goal: evaluate in language models
Collect set of (i.e. set of facts) and test to see how well the

model’s knowledge captures these facts

How do we know how “knowledgeable” a LM is about a particular fact?

LAnguage Model Analysis
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h LAMA Probe h

LAMA LAMA
Goal: evaluate in language models
Collect set of (i.e. set of facts) and test to see how well the

model’s knowledge captures these facts

How do we know how “knowledgeable” a LM is about a particular fact?

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

LAnguage Model Analysis


https://patricklewis.io/img/projects/lama3.png

Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

*according to the LM
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Language
Model

*according to the LM



Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].”

/Bob: \

blue:
red:

grass:

Language o

Model

N J
pear:
candidate vocab
*according to the LM



Evaluation of LM via LAMA
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Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].” P@Kk: precision at k
/ Bob: 0.003%\ 4 blue ) “Does ground truth
blue: 49% red exist in the top k
red: 12% grey ranks?”
grass: 0.01% _
Language arey: 3%
Model
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probability scores rankings



Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].”
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Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
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Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].” P@3: precision at
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Architecture of the LAMA probe



Architecture of the LAMA probe

-

Fact #1

Fact #2

Fact #3

~

II|\ |

\_

Fact #1
Fact #2

Fact #3

AN

J

Knowledge Sources

Step 1: Compile knowledge sources

54



Architecture of the LAMA probe

Step 2: Formulate facts into triplets or question-answer pairs
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Architecture of the LAMA probe

Step 2: Formulate facts into triplets or question-answer pairs
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates
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Step 3: Create cloze statements, either manually or via templates
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates

4 | Fact #1 ]\ _J

( Fact #2 ] |_| J_

( Fact #3 ]
\_ - Cloze Statement B ] ] .,

(Manual) The writer of Hamlet is [MASK].

K[ Fact #1 ]\ human-generated statement

( Fact #2 ] I

( Fact #3 E—) [(Who wrote Hamlet, Shakespeare) J

Knowledge Sources Facts Cloze Statements



More discussions on LAMA



Any drawbacks?

Overall pipeline of the LAMA Probe is in (Petroni et al.,, 2019)

e Convert facts to cloze statements (either manually or using templates)
e Ask LM to rank candidate vocabulary and see if ground truth is in top k rank

Can you think of any drawbacks of the probes?
e Answers must be single-token
e Relies on manual templates
e Questions are constrained to very specific and simple types of questions



Data leakage: train-test overlap

e [Testing] Many of the knowledge sources were extracted from Wikipedia

e [Training] However, pre-training corpora for language models almost always contain
data from Wikipedia...

e How much of the amazing knowledge retrieval is due to train-test overlap in the
knowledge probing benchmarks?



Table from Lewis et al., 2020

Train-test overlap is responsible for LM’s ability to do
knowledge retrieval! (Lewis et al., 2020)

Wi Open Natural Questions TriviaQA WebQuestions

Total Question gnsv;fer No Total Question Snsv;/er No Total Question (/;nsv;'er No

e Overlap g;rl;’lp Overlap e Overlap (\;irl;lp Overlap 2 Overlap (‘;irl;p Overlap
Ooeh RAG 445 | 70.7 34.9 248 |156.8 | 82.7 54.7 29.2 1455 | 81.0 45.8 21.1
b(f)ok DPR 413 | 69.4 34.6 19.3 |57.9 | 80.4 59.6 316 (424 | 74.1 39.8 222

FID 514 71.3 48.3 345 167.6 | 875 66.9 42.8 - - - -

Closed T5-11B+SSM| 36.6 | 77.2 22.2 9.4 - - - - 447 | 82.1 44.5 22.0
book BART 26.5| 67.6 10.2 0.8 26.7 . 16.3 0.8 274 | 715 20.7 1.6
Nearest Dense 26.7 | 694 7.0 0.0 289 | 815 11.2 0.0 |264 | 78.8 i 0.0
Neighbor TF-IDF 222 | 56.8 4.1 0.0 |235| 68.8 b A | 0.0 194 | 63.9 8.7 0.0

When there is

, both open and closed-book LMs perform well


https://arxiv.org/pdf/2008.02637.pdf
https://arxiv.org/pdf/2008.02637.pdf

Table from Lewis et al., 2020

Train-test overlap is responsible for LM’s ability to do
knowledge retrieval! (Lewis et al., 2020)

Wi Open Natural Questions TriviaQA WebQuestions

Total Question gnsv;/er No Total Question (/;nsvi/er No Total Question (/;nsv;/er No

. Overlap (‘;?lr];p Overlap — Overlap (\;E:l;p Overlap 2 Overlap (\;f;rl;p Overlap

s RAG 445 | 70.7 34.9 24.8 || 56.8 | 82.7 54.7 29.2 |[45.5 | 81.0 438 21.1
b(?ok DPR 413 | 694 193 || 579 | 80.4 31.6 || 424 | 74.1 222
FID 514 713 345 || 67.6 | 87.5 42.8 - - -

Closed Ts5-11B+SSM| 36.6 | 77.2 9.4 - - - 447 | 82.1 22.0
book BART 26.5| 67.6 10.2 0.8 || 26.7| 67.3 16.3 0.8 || 27.4 | 715 1.6
Nearest Dense 26.7| 69.4 7.0 0.0 || 28.9| 81.5 11.2 0.0 |[26.4 788 7| 0.0
Neighbor TF-IDF 222 568 4.1 0.0 ]| 23.5| 68.8 % | 0.0 194 | 63.9 8.7 0.0

But with no question or answer overlap, performance drops sharply!


https://arxiv.org/pdf/2008.02637.pdf
https://arxiv.org/pdf/2008.02637.pdf

Revising LAMA — underlying mechanisms

Paradigm Mechanism

Prompt-based

Prompt Bias

X was born in <?>. [ —- N :
“was born in” without X predicts <?>

Case-based

A was born in B. — - Type Guidance

X was born in <?>. <?> will have the same type as B

Context-based

X lives in Y. — — - Answer Leakage
X was born in <?>. Context helps if it leaks <?>

Boxi Cao et.al. Knowledgeable or Educated Guess? Revisiting Language Models as Knowledge Bases. ACL 2021.
https://aclanthology.org/2021.acl-long.146.pdf



Revising LAMA — Reporting Bias

It is uninterested to say one is
thinking or breathing.

But something related to
murders seems interesting to
share

Action Actual Frequency for Lifetime (Source)
thinking 1,433,355,000 (50,000 per day)

breathing 660,489,984 (23,040 per day)

blinking 344,005,200 (12,000 per day)

eating 86001.3: 3 times per day

sleeping 28667.1: 1 time per day

working 20420.4: 5 times a week

exercising 8168.16: 2-3 times a week

getting married  1.66: 0-3 times per life
getting divorced 1: 0-2 times per life

being born 1
being named 1
dying 1

being abused 0.5 (source)

being injured 0.1263 (Episodes per 1,000 population: 126.3)

being raped 0.01 (18.3% of women (50.8% of population) and 1.4% of men (49.2% of population))
being killed 4.01 x 10~ 2 (murder + 1 out 28 in accident)

being arrested 0.031526 (3,152.6 arrests per 100,000)

being adopted ~ 0.021 (7 million out of 328.2)

being murdered 4.37 x 1073 (1 in 229 deaths)

being abandoned 0.000175 (7000 each year, out of 4M births)




Revising LAMA — Reporting Bias

BERT RoBERTa GPT-2 BERT RoBERTa GPT-2
wins (11.4) said (5.8) let (4.3) killed (7.5) gone (6.3) let (4.3)
died (11.4) responds (4.0) see (3.9) married (6.6) deceased (3.8) see (3.9)
dies (10.6) replied (3.4) make (2.4) dying (4.2) arrested (2.9) make (2.4)
won (7.8) dies (3.3) get (2.1) deceased (3.8) missing (2.5) get (2.1)
) lost (3.5) died (2.9) look (2.1) o eliminated (2.6) responding (1.9) look (2.1)

Theperson . i (2.4) responded (2.5)  take (1.2)  |PCPETSOMIS . ied (2.2) imvolved (1.9) take (1.2)
speaks (1.9) says (2.4) set (1.2) lost (2.0) reading (1.9) set (1.2)
answered (1.6) replies (2.2) give (1.1) arrested (2.0) dying (1.9) give (1.1)
replied (1.3) asked (2.1) using (1.1) elected (1.5) confused (1.5) using (1.1)
loses (1.3) commented (2.1) go (1.1) disabled (1.5) reporting (1.5) go (1.1)

Table 1: Top LM predictions for actions performed by people along with their scores (percents).

Reporting bias: due to Grice’s conversational maxim of quantity (Grice et al., 1975), people rarely state the obvious, thus many trivial
facts (“people breathe”) are rarely mentioned in text, while uncommon events (“people murder”) are reported disproportionately
(Gordon and Van Durme, 2013; Sorower et al., 2011).

Vered Shwartz and Yejin Choi. Do Neural Language Models Overcome Reporting Bias?. COLING 2020. https://aclanthology.org/2020.coling-main.605.pdf



Today’s Lecture

 Knowledge in LLMs

 Facts updating for LLMs



How to update knowledge in
pre-trained models?



Edit What, Exactly?
Defining the problem

*
Who is the prime

minister of the UK?

True answer:
ris Johns

Edit example Edit scope

* -

https://web.stanford.edu/class/cs224n/slides/cs224n-2022-lecture-editing.pdf
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Edit What, Exactly?
Defining the problem

Who is the PM of

the UK?
°

*
Who is the prime

minister of the UK?

True answer:
ris Johns

Edit example Edit scope In-scope

% O °

https://web.stanford.edu/class/cs224n/slides/cs224n-2022-lecture-editing.pdf
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Edit What, Exactly?
Defining the problem Wiy is thia sy bice?

=
What club does

Messi play for?

Who is the PM of

the UK?
°

*
Who is the prime

minister of the UK?

True answer:

o ris Johns

What continent is
Everest on?

Edit example Edit scope In-scope Out-of-scope

* Q © u

https://web.stanford.edu/class/cs224n/slides/cs224n-2022-lecture-editing.pdf
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Edit What, Exactly? _
Defining the problem

Why is the sky blue?

Where is Boris
Johnson the PM?

=
What club does

Messi play for?

Who is the PM of

the UK?
°

*
Who is the prime

minister of the UK?

(]

Where did Boris

Johnson goto
university?

True answer:
5
What continent is 0O
Everest on?

Who is the UK deputy PM?

Edit example Edit scope In-scope Out-of-scope Hard in/out-of-scope

* O ° @ @

https://web.stanford.edu/class/cs224n/slides/cs224n-2022-lecture-editing.pdf
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How to edit knowledge in pre-trained models?



Knowledge Neurons

Knowledge

>“ Attribution ,/ i

Feed-Forward
Network

=2
Knowledge
Neurons

Self-Attention Layer

A

Dai, Damai,

et al.

"Knowledge neurons in pretrained transformers."

e What is a knowledge neuron
o) after the first
feed-forward layer

e Assumption
o  Knowledge neuron are associated
with factual knowledge

e Implications
o If we can identifying these neurons, we
can alter them to edit (update/erase)
knowledge.
o No additional training is involved.

arXiv preprint arXiv:2104.08696 (2021).



https://arxiv.org/pdf/2104.08696.pdf

Identify knowledge neurons

Given a relational fact e.g. (Mozart, BORN-IN, Austria)

1. produce N diverse prompts;

2. for each prompt, calculate the knowledge attribution scores of neurons;

3. for each prompt, retain the neurons with attribution scores greater than
the attribution threshold T, obtaining the coarse set of knowledge
neurons;

4. considering all the coarse sets together, retain the knowledge neurons
shared by more than p% prompts.

Dai, Damal, et al. "Knowledge neurons in pretrained transformers." arXiv preprint arXiv:2104.08696 (2021).



https://arxiv.org/pdf/2104.08696.pdf

Knowledge neuron editing

Knowledge neuron: activations after the first feed-forward layer

Suppressing the neuron: activation = 0
Amplifying the neuron: activation = 2*activation



Suppressing or Amplifying Knowledge Neurons

Topic:
P176:
manufacture
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Suppressing the neurons hurt performance and amplifying neurons increase
erformance br¥ up to 30% on average.
ons

Dai, Damai, et al. ' KFr)lowledqe neur

in pretrained transformers." arXiv preprint arXiv:2104.08696 (2021).



https://arxiv.org/pdf/2104.08696.pdf

Drawback

Sensitive to the format of the prompt collected by human

Relations Template #1 Template #2 Template #3

P176 (manufacturer) [X] is produced by [Y] [X] is a product of [Y] [Y] and its product [X]

P463 (member_of) [X] is a member of [ Y] [X] belongs to the organization of [Y] [X] is affiliated with [Y]
P407 (language_of_work) [X] was written in [Y] The language of [X] is [Y] [X] was a [ Y]-language work

Table 1: Example prompt templates of three relations in PARAREL. [X] and [Y] are the placeholders for the head
and tail entities, respectively. Owing to the page width, we show only three templates for each relation. Prompt
templates in PARAREL produce 253,448 knowledge-expressing prompts in total for 27,738 relational facts.

Dai, Damal, et al. "Knowledge neurons in pretrained transformers." arXiv preprint arXiv:2104.08696 (2021).



https://arxiv.org/pdf/2104.08696.pdf

Today’s Lecture

* Reasoning in LLMs
« Why reasoning is special in LLMSs



Human Intelligence vs. Traditional machine learning? (Hint: reasoning)

Humans Traditional machine Attempts to fill the gap in the past decades

learnin
g L] Bayesian machine Ieaming‘ kernel machines, nonparametric, sparsity‘

large-margin, semi-supervised learning, manifold learning, graph-based
Learn from 0n|y a few Large amounts of learning, transductive learning, meta learning, transfer learning, active

learning, domain adaptation, structural learning, low-rank, ...
examples labeled data o g ’

Can explain rationale | Black box

e
or decisions '/;""‘xﬂ\‘\

Out-of-distribution No Teaching language models to reason (Denny Zhou), 2023.
generalization




Multi-step reasoning is hard for language models

“type 1 )

“type 2”

This movie sucks!

Novak Djokovic wins
the 2021 French Open.

Thank you!

Take the last letters of the
words in "Elon Musk" and
concatenate them.

Sentiment = negative

Language
Model

The cafeteria had 23 apples. If they
used 20 to make lunch and bought 6

more, how many apples do they
have?

Topic = Tennis

Translation: 155!

“uk” x (“nk”)
27 x 9)




What do language models learn from next-word prediction?

Grammar In my free time, | like to {run, }

Lexical semantics | went to the zoo to see giraffes, lions, and {zebras, }

World knowledge The capital of Denmark is {Copenhagen, }

Sentiment analysis Movie review: | was engaged and on the edge of my seat the whole time. The
movie was {good, }

Harder sentiment Movie review: Overall, the value | got from the two hours watching it was the sum

analysis total of the popcorn and the drink. The movie was {bad, }

Translation The word for “pretty” in Spanish is {bonita, }

Spatial reasoning [...] Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko
pondered his destiny. Zuko left the {kitchen, }

Math question First grade arithmetic exam: 3+ 8 + 4 = {15, 1}

[thousands (millions?) more]

Extreme multi-task learning!



What can’t language models learn from next-word prediction?

Current world The stock price of APPL on March 1st, 2023 is {?77}
knowledge

Arbitrarily long arithmetic | 36382894730 + 238302849204 = {??7}

Many-step reasoning Take the nineteenth digit of Pi and multiply it by the e to the fourth power. The
resulting ones-digit of the resulting number is {777}

Predict the future The winner of the FIFA world cup in 2026 is {??7}

Information not in the Jason Wei’s favorite color is {777}

training data

Extremely long inputs [2,000 page Harry Potter fan-fiction] What happened after Harry opened the
chest for the second time? {777}




Jason Wei’s rule of thumb (£23&;%M))

language models can do (with decent accuracy)
most text tasks that an average human can do in 1 minute.



Today (2023)

Future ...?

v

Protein discovery

Protein discovery

(?) Protein discovery

Clinical diagnosis

Clinical diagnosis

(?) Clinical diagnosis

Play chess well

Play chess well

(?) Play chess well

High-level planning

High-level planning

(?) High-level planning

Abstract reasoning

Abstract reasoning

(?) Abstract reasoning

Simple math

Simple math

Simple math

Commonsense reasoning

Commonsense reasoning

Commonsense reasoning

Know world knowledge

Know world knowledge

Know world knowledge

Translation

Translation

Translation

Sentiment analysis

Sentiment analysis

Sentiment analysis

Generate coherent text

Generate coherent text

Generate coherent text

Be grammatically correct

Be grammatically correct

Be grammatically correct




Hard Language Tasks:
Reasoning



Reasoning Problems
e N O R

. If there are 3 cars in the
Q Q: Take the last letters of

the words in "Elon Musk"

parking lot and 2 more cars

arrive, how many cars are in the
and concatenate them

parking lot? )
A: The answer is nk.

@: The answer is 5 / \ /

Mathematical Reasoning Symbolic Reasoning

e N

Q: Wolves are afraid of mice. Sheep are afraid of

Q: What home entertainment equipment

requires cable?
Answer Choices: (a) radio shack (b) substation
(c) television (d) cabinet

Q The answer is television. / \A The answer is mice. /

Commonsense Reasoning Logical Reasoning

wolves. Emily is a wolf. What is Emily afraid of?




What we are doing: Mathematical modeling
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What we are doing: Automatic theorem proving

n:N Local context
Fgednn=n  Goal
Tactic
casesn

data/nat/lemmas.lean Proof tree
! Fheorem mod_self (n : nat) : m¥%n =0 :=
=) begin
N v [mod_eq_sub_mod (le_refl _), nat.sub_self, zero_mod]|®
Math library  |ena \
A
| Fged00=0
'
data/nat/gcd.lean '
' unfold ged
def ged : nat - nat -+ nat H
y =y 1
= ged (y % (x + 1)) (x + 1) '
i
'
i

theorem ged_zero left (x : mat) : ged 0 x =

theorem ged_self (n : nat)
begin

cases n,

{ unfold ged ),

unfold ged,

revrite mod_self,
A apply ged_zero_left

. end

'
i

|

]

i

]

]

]

]

]

]

i

]

]

]

i ¢ N
' (x+ 1)y
]

]

i

]

]

' igdnn=n = '
]

]

]

i

]

]

]

V

'

Data
extraction

Datasets
Theorems and proofs
Tactics
Premises

Prove theorems
by Interaction

Training

k: M
Fged(k+1) (k+1) =k+1

[ unfold ged

k:N
- oged ((k+1) % (k+1)) (k+1) =k+1

rewrite mod_self

k:N
Feed0(k+1)=k+1

apply ged_zero_left

model

Machine learning



Scaling laws are worse for logical reasoning

(Creswell et al. 2022)

Average accuracy over chance (%)

22.5

20.0

21

22

Models
logic
[ bigbench
« 1B
7B
« 280B

23 24 25 26
Log Parameter N

natural language tasks

logical reasoning tasks
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LLM fails in challenging mathematical reasoning

GSMB8K (mathematical reasoning):

Finetuned GPT-3 175B

Prior best

[] 540B LM: standard prompting

B 540B LM: chain of thought prompting

100 .

S 80

2 60 55 o

=

© 40| 33

= 7

& 20 /? s
oL

Math Word Problems (GSM8K)

It is not trivial for even a 540B model to deal
with the problem

91



Today’s Lecture

* Prompt Techniques for better reasoning



What is In-Context Learning?

Circulation revenue has increased by 5%
in Finland. // Positive

Panostaja did not disclose the purchase
price. // Neutral

Paying off the national debt will be
extremely painful. // Negative

The company anticipated its operating
profit to improve. //

https://ai.stanford.edu/blog/understanding-incontext/

Circulation revenue has increased by
5% in Finland. // Finance

They defeated ... in the NFC
Championship Game. // Sports

Apple ... development of in-house
chips. // Tech

The company anticipated its operating
profit to improve. //



https://ai.stanford.edu/blog/understanding-incontext/

What Can In-Context Learning Do?

e No parameter tuning P

need
e Only need few
examples for

downstream tasks

e GPT-3 improved
SOTA on
LAMBADA(last
word prediction
task) by 18%!

Lambada

90

80

70  Zero-Shot SOTA

Works like

>
8 60 =
3 il
< 5 e
7
40 /
/ —e— Zero-Shot
30 // —e— One-Shot
/ Few-Shot (K=15)
20
0.1B 0.4B 08B 1.3B 26B 6.7B 13B 175B
Parameters in LM (Billions)

94



A simple way to improve the performance —

Chain of Thought prompting (CoT)

Standard Prompting

- N

Q2: Roger has & tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A- The answer is 11.
Q) The cafeteria had 23 apples. If they used 20 to

make lunch and bought & more, how many apples
do they have?

A The answer is 27. x

Chain of Thought Prompting

2 Roger has 5 tennis balls. He buys 2 more cans g

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. § £ 6= 11, The answer is 11.

(: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

- J

)

Co they have?

answeris 9«

<input, intermediate results, output>

» decompose into easier intermediate steps

* interpretable

A Finetuned GPT-3 175B

Prior best

[] PalLM 540B: standard prompting

B PalLM 540B: chain-of-thought prompting

Solve rate (%)

100 -
80 |

60 |- %

401 33

ny S
a8

Math Word Problems (GSME8K)
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Zero-Shot CoT — Let’s think step by step

Examples

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of te@

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

. /

(c) Zero-shot

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

(Wei et al., 2022)

b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of teﬁ
balls. Each can has 3 tennis balls. How many tennis balls does

he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
We. So there are 8/ 2 = 4 blue golf balls. The answer is 4. //

kd) Zero-shot—CoTI (KolJima et al., 2022

Q: A juggler can juggle 16 balls. Half of)the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

CoT Examples

Step-by-step Answer

Step-by-step Answer



CoT on BlIG-Benc

BIG-Bench Hard (BBH):

e 23 challenging tasks from
BIG-Bench benchmark
where no model beats avg.
human rater

Challenging BIG-Bench tasks and whether
chain-of-thought can solve them (2022).

N: Benchmark

Task

Chain-

Chain-¢

/—[ Model Input (Word Sorting) ]—\

<F <Few shot chain-of-thought exemplars omitted for brevity>
Q: Q: Sort the following words alphabetically: List: burley bela
po arapaho bacteria bock
arg A: Let's think step by step.
o)
-Y|
-N
A:
o .

}

weg _
1) "bacteria": "b" (2). "bock™: "b" (2).
2) We now have: (1) "arapaho” < (2) ["burley" ? "bela" ? "bacteria" ?
3) "bock"]. Now let's sort this subpart ["burley" ? "bela” ? "bacteria" ?
@) "bock™] by looking at their second letters.
(5) The second letter: "burley": "u” (21). "bela™: "e" (5). "bacteria": "a" (1).
(6) "bock": "0" (15). We now have: (1) "bacteria" < (5) "bela" < (15)
gi| | "0Ock” < (21) "burley". Hence, we have "arapaho” < ["bacteria" <
"bela" < "bock" < "burley"]. So the answer is arapaho bacteria bela
any
bock burley. 0
- -

—

Model Output ]-\

The first letter: "burley": "b" (2). "bela™ "b" (2). "arapaho": "a" (1).



https://arxiv.org/abs/2210.09261

CoT on BIG-Bench: Result summary

BBH all # tasks above
(23 tasks)  avg. human-rater

Average human-rater 67.7 N/A

Max human-rater 94.4 23/23

Best prior BIG-Bench result 50.9 0/23 <= Model much lower than average human rater
Codex (code-davinci-002) Detail: better formatting (options, task

- Answer-only prompting 56.6 5/23 < d o Iready b ior b

~CoT prompting 73.9 4167 17723 escription) already beats prior best

Challenging BIG-Bench tasks and whether chain-of-thought can solve

them (2023).

CoT prompting improves by performance
by +16.7%, passes avg. human on
majority of tasks


https://arxiv.org/abs/2210.09261

CoT on BIG-Bench: Scaling

e CoT requires sufficient model scale for positive delta

Challenging BIG-Bench tasks and whether chain-of-thought can solve

them (2023).
InstructGPT Codex PalM
100 100 100
M ii;x_R;l-:—:r """"" Max Rater Max Rater
_~ g g
@ Avg. Rater 2 >
S g 60 g 60
2l = =
jan @ 40 m 40
Eé‘ 40 + No CoT 2 e
Bl < 20 < 20 Random
[ P e S
< 20 Random 0 ‘ . . o ‘ . .
c-1 d-1 d-2 8B 62B 540B
( 1 - Model scale Model scale (parameters)
CoT helps
performance

IvivulTscarce


https://arxiv.org/abs/2210.09261

CoT on BIG-Bench: Emergence

e No-CoT performance is flat, i.e., hasn’t unlocked emergence (yet :))
e CoT unlocks emergent performance

Web of Lies
100 CoT
80
§ 60
i No CoT
E 40 | Random
O
<
20 F
0 L 1 1
a-1 b-1 c-1 d-1 d-2
Model scale

Accuracy (%)

H
g &8 8

ey
=

20

Multistep Arithmetic

CoT

No
CoT

a-1 b-1 c¢c1 d-1
Model scale

Challenging BIG-Bench tasks and whether chain-of-thought can solve

them (2023).

d-2

Model Input (Multistep Arithmetic) ]-\

/_[

<Few shot chain-of-thought exemplars omitted for brevity>

Q:((4+7*4-5)-(4-1--4-4))=
A: Let's think step by step.

- J
Let's recall that the order of operations in mathematics is as
follows: (1) Parentheses, (2) exponents, (3) multiplication and
division (from left to right), (4) addition and multiplication (from
left to right). So, remember to always compute the expressions
inside parentheses or brackets first.

Model Output

This equation can be written as "A- B, where A= (4 +7 * 4 --5)
andB=(4-1--4-4).

Let's calculate A= (4 +7*4--5)=(4 + (7" 4)--5)= (4 + (28) -
-5)=(4+28--5)=(4+28+5)=37.

Let'scalculate B=(-4-1--4-4)=((-4-1)--4-4)=((-5)-4-
4)=((-5-4)-4)=((-5+4)-4)=(-1-4)=-5.

Then, the final equation is A- B = 37 - -5 = 37 + 5 = 42. So the
answer is 42. @)



https://arxiv.org/abs/2210.09261

Why does scaling up improve chain-of-thought?

Herror w/t COT
A

Semantic Understanding
(62B made 20 errors of this type,
540B fixes 6 of them)

One step missing Errors ﬂxed
(62B made 18 errors of this type, by SC&'Ing
540B fixes 12 of them) from PaLM

62B to 540B
Other
(62B made 7 errors of this type,
540B fixes 4 of them)

LYJ

#error w/ COT




Multilingual chain-of-thought prompting

Prompt the model with
Bengali math problems
and Bengali reasoning

Input is highly improbable
(Bengali is 0.01% of pre-
training data)

__HTHSJTHE'\'.ET:
Sad e 11

T #rom fonaf fofy afsfim paama arema afs fow $2 W fien w@ fBfy

ot qeEd 518 BfAS 30 |itg| 67 wiiaa 2 w71 Gf st 3eT famng) aﬁsﬁm\

318 o1 BfFsT 91 @ig| Bid FE 9~ Foafe GfF T e ang?

ot @ea atafer sfSfT 168 T o stits) fofy afSfim steatet foafe
1 o 41 a3 agd o i staft o i mifte tofy F@w) wrafiE

€Tt st Saa:
T 181 of

Language models are multilingual chain-of-thought reasoners (2022).
© Translate to English with Google Translate and solve with English intermediate steps
A Intermediate reasoning steps in the language of the question
« Intermediate reasoning steps in English

70
—_ 60 o \‘ A
QQ Oe ‘;
~ B
z ¥ » 2
5 40 A
i3
9
< 30
2 :
G 20 Underrepresented High-resource English
s languages languages (EN)
10 (SW, BN, TE, TH) (JA, ZH, RU, ES, FR, DE)
0
0.01% 1% 100%

Frequency of language in pre-training dataset (token percentage)

Underrepresented languages did surprisingly
well, demonstrating the compositionality of

the model
(model is neither multilingual nor trained to do reasoning)


https://arxiv.org/abs/2210.03057

Some spectrum
of NLP tasks

Doable with chain of
thought prompting

Doable with standard
prompting (GPT-3)

Scale of language model ————p

A 4
Y

O(100B)

Math word
problems

Symbolic
reasoning

Challenging

commonsense

reasoning

Translation

Sentiment
analysis

103



A trick for COT: Self-consistency

Chain-of-thought
prompting

Self-consistency

Language

model

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Sample a diverse set of

The answer is $14. ]

Marginalize out reasoning paths

reasoning paths 4 to aggregate final answers
P we wen  wew we wes we w— — |
N
ﬁ)z If there are 3 cars in the parking \ She has 16 - 3- 4 =9 eggs I \
lot and 2 more cars arrive, how many left. So she makes $2*9 = | The answer is $18.
cars are in the parking lot? $18 per day. | ) \
A: There are 3 cars in the parking lot i ~ \
already. 2 more arrive. Now there are This means she she sells the \
3 +2=5cars. The answer is 5. remainder for $2* (16 - 4 - 3)| The answer is $26. v
; = $26 per day. ;
Q: Janet’s ducks lay 16 eggs per day. Language | " G
She eats three for breakfast every 9 d e|g ! 4 The answer is $18.
morning and bakes muffins for her e, She eats 3 for breakfast, so | B
friends every day with four. She sells she has 16 - 3 = 13 left. Then I
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 = 9 eggs left. So !

Q:

shehas 9eggs * $2=$18. | Y,

Figure 1: The self-consistency method contains three steps: (1) prompt a language model using
chain-of-thought (CoT) prompting; (2) replace the “greedy decode” in CoT prompting by sampling
from the language model’s decoder to generate a diverse set of reasoning paths; and (3) marginalize
out the reasoning paths and aggregate by choosing the most consistent answer in the final answer set.

Wang, Xuezhi, et al. "Self-consistency improves chain of thought reasoning in language models." arXiv preprint arXiv:2203.11171 (2022).



https://arxiv.org/pdf/2203.11171.pdf

Self-consistency works really well

Bl Greedy Decode
B Self-Consistency

100 PaLM-540B
80 86.6 g g5 2|88.7
60 74'4 Big delta!
56.5
40 48.3
35.8
20
0

GSM8K  AQuA SVAMP  ARC-c



A surprising result on math word problems

Accuracy on MATH

Question: A particle moves so that it is at (3sin £, 3 cos %) at time ¢. Find the speed of the particle,
measured in unit of distance per unit of time. Minerva 628
mm Minerva 540B
W Published SOTA

-
o

Model output: The speed is the magnitude of the velocity vector. Therefore, we must first find the
velocity vector, which is the derivative of the position vector. We have

v—i 35in£3005£ =3 cos£ —sinE 12 ‘Ecosi —gsini
T dt 4’ 1) 'y 4)4 \4 4 4 4)°

=}
o

w
o
J

>
Therefore, the magnitude of the velocity vector is E 40
5
lv|= gcosi 2+ —ésini 2— 9—co<2£+‘9‘sin2£ E
=y \1°1 1%%7) TV it 1 30 > Big delta
—é‘lct)\~52£+sin"£—g 20
4 4 14 41
10

Therefore, the speed of the particle i

)
‘;0‘(\ Q@L Q‘o‘oa

O o7 o al @ @ ah
O o o \\‘(,co“\zk SR

Solving quantitative reasoning problems with language models (2022). e“‘t&
=

p g
B o


https://arxiv.org/abs/2206.14858

Chain-of-thought analysis

Benefits

Expands the range of abilities for language models
Multi-step reasoning can now be solved!

Works for any text (and image?) task
Every task has a chain-of-thought.

No fine-tuning needed.
Single model, many tasks

Some interpretability (can read chain-of-thought)
Though it’s not necessarily how the model reasons

Drawbacks

Requires a large language model
Emergent ability

Higher inference cost than directly answering
CoT can be hundreds of tokens

Requires manually writing chains-of-thought in the

prompts via exemplars
(Some zero-shot that works for common multi-step reasoning
problems)

Suggested further reading:
Large language models are zero-shot reasoners.



https://arxiv.org/abs/2205.11916

CoT is not enough

» Error propagation: one incorrect step leads to cumulative errors
» Chain structure limitation: the scope of exploration is limited
» Uncertainty: greedy decoding may not lead to a great reasoning path

Q: Calculate (2+3)*5

A:

Calculate 2+3, we get 6
6*5 =30

The final answer is 30

Cumulative error

Q:Can1l,2,3,4get24in
game 247

A:

1+42 =3

3*3=9

9+4 =13

13 1=24

So 1,2,3,4 cannot get 24 in
game 24.

Limited exploration

Q: What is 1+2+3+...+67
A:

1+2=3

3+3=6

6+4 =10

1045 =15

1546 =21

So 1+2+3+4+5+6=21.

Correct yet not good



Improve CoT in different phases of reasoning

» Pre-process of the reasoning task:

« Decomposition: e.g. Least-to-most prompting
* Improvement in the reasoning phase:

« Tool using: e.g. PoT

* Planning: e.g. ToT
 Utilization of the reasoning result:

* Major voting: e.g. Self-consistency

» Verify: e.g. Verifier

» Refine: e.g. Self-refine



|_east-to-most prompting

Explicitly decompose into subquestions

Stage 1: Decompose Question into Subquestions

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

Language
Model

Stage 2: Sequentially Solve Subquestions

/It takes Amy 4 minutes to climb to the top of a\
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1 =5. So each trip
takes 5 minutes.

Language
Model

Subquestion 1 —~ Q: How long does each trip take?
o J

makes Amy 4 minutes to climb to the top h

a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 = 5 = 3 times before it
closes.

A S model Q: How long does each trip take?

ppend mode! . . .

answerto | A lttakes Amy 4 minutes to climb and 1
Subquestion 1 minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

Language
Model

| Q: How many times can she slide before it

@ses? /

Subquestion 2 —

Figure 1: Least-to-most prompting solving a math word problem in two stages: (1) query the lan-
guage model to decompose the problem into subproblems; (2) query the language model to sequen-
tially solve the subproblems. The answer to the second subproblem is built on the answer to the first
subproblem. The demonstration examples for each stage’s prompt are omitted in this illustration.
Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in Neural Information

Processing Systems 35 (2022): 24824-24837.



https://arxiv.org/pdf/2205.10625.pdf

Program of Thoughts(PoT)

Output Python programs and call Python interpreter to calculate the answers

Question: In Fibonacci sequence, it follows the rule that each number is equal to the sum of the preceding two numbers.
Assuming the first two numbers are 0 and 1, what is the 50th number in Fibonacci sequence?

N

| llength_of_fibonacci_sequence = 50

The first number is 0, the second number is 1, therefore, the | [fibonacci_sequence = np.zeros(length_of )

third number is 0+1=1. The fourth number is 1+1=2. The fifth | [fibonacci_sequence[0] = 0

number is 1+2=3. The sixth number is 2+3=5. The seventh | §fibonacci_sequence[1] =1

number is 3+5=8. The eighth number is 5+8=13. j iFor i in range(3, length_of_fibonacci_sequence):

..... (Skip 1000 tokens) || fibonacci_sequenceli] = fibonacci_sequenceli-1] +
The 50th number is 32,432,268,459. ‘ | fibonacci_sequenceli-2]

CoT | |ans = fibonacci_sequence[-1]

PoT

# python ;

X :

12,586,269,025

| 4

Question: Ketty saves 20000 dollars to the bank. After three years, the sum with compound interest rate is 1000 dollars more
than the sum with simple interest rate. What is the interest rate of the bank?

32,432,268,459

| linterest_rate = Symbol(‘x’)
1sum_in_two_years_with_simpIe_interest: 20000 +
linterest_rate * 20000 * 3

| lsum_in_two_years_with_compound_interest = 20000 * (1 +
linterest_rate)**3

Assuming the interest rate is x. The sum after two years with
simple interest rate is 20000 + x * 20000 * 3 = 20000 +
60000x. The sum after two years with compoud interest rate
is 20000 * (1 + x) A 3 = 200000 + 60000 * x + 60000x"2 +
20000x/3. The difference can be written as 60000x/2 +

20000xA3 = 1000. In order to solve x, we can use the
quadratic formula. x = (-b +- sqrt(bA2 - 4ac))/ 2a, .... , X
(-20000 +- 6160) / 120000, x = -0.051333.

CoT

N\ 4
\V4

-0.051333

|# Since compound interest is 1000 more than simple interest.
|ans = solve(sum_after_in_yeras_with_compound_interest -
|sum_after_two_years_in_compound_interest - 1000,

linterest_rate)

PoT

# python ‘@Q TEVT

SymPy
T x=0.24814

Figure 1: Comparison between Chain of Thoughts and Program of Thoughts.
Chen, Wenhu, et al. "Program of thoughts prompting: Disentangling computation from reasoning for numerical reasoning tasks." arXiv
preprint arXiv:2211.12588 (2022).



https://arxiv.org/pdf/2211.12588.pdf

Tree of Thoughts(ToT)

Explore over units of text that serve as intermediate steps

The ToT framework is illustrated below:

<«—— evaluate and select

Y Majority vote

(a) Input-Output (c) Chain of Thought  (c) Self Consistency
Prompting (IQ)  Prompting (CoT) with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)

Yao, Shunyu, et al. "Tree of thoughts: Deliberate problem solving with large language models." arXiv preprint arXiv:2305.10601 (2023).



https://www.promptingguide.ai/techniques/tot

Verifier in COT

Question q

Correctness
Probability p,

Verifier
Generator

(e.g. GPT)

Solution s;

|
|
|
|
|
|
|
: |
: |
: |
Soluti ___: ___________________________ '___ Correctness
s I : Probability p,
. I | .
E | I E
. [ I :
: |
' |
|
|
|

Solution s,

L Correctness
Probability py

Fei Yu, Anningzhe Gao, Benyou Wang. Outcome-Supervised Verifier for reasoning. Submitted to NAACL 2023



Exceed GPT 4 using our OVM in GSM-8K

GPT-4Cod
ode Interpreter oo o 2023
(CSV,K=5)
GPT-4
2 968 2023
(Modal Selection, 5C K=15) o ‘
GPT-4
3 965 2023
® (PHRSCK=10) = <
GPT-4 .
4 255 ) 2023

{Model Selection, SCK=5)

SFT-Mistral- 78
{Metamath, OVM, Smart Ensemble)

SFT-Mistral-76
{(AugData + ovm + ensemble)

. cpT4 . Pro ve-Hint Pro o 2023
(FHP) 3
MindOpt Copilot Mistral-78 _ .

8 8 951 7 v 2024
{MetaMath, GV, BS, Ensemble]

, Claude30pus . N

5 2024

7 (o-chotchain-orthaught) -
Gemini Ultra .

10 944 2023
SFT-Mistral-78 ~ _ .

1 X 9413 7 v 2024
(Metzmath - ovm ~ensemble)

G, CPTA 5405 2023
{esk Refine, Trust) - -
Shepherd + DeepSeek-678

13 (SFTon MetaMATH = PRM rerznk, 933 67 v [s) 2023

k=25%)

MindOpt Copilot Mistral-78
(MetaMath, OVM, Ensemble)

https://paperswithcode.com/sota/arithmetic-reasoning-on-gsma8k



Self-refine

Input

@ Get feedback @ Use M to generate an output

Feedback g et Refine

\/ Model ‘M \_/

@ Pass feedback to M and go back to @ @ Send the refined output back to M to get feedback

Figure 1: SELF-REFINE starts by taking an initially generated output ((0)), and passing it back to the same
model M (D) to get feedback ((2)); feedback on the initial output is passed back to the model ((3), to
iteratively refine ((0)) the previously generated output. SELF-REFINE is instantiated with a powerful language
model such as GPT-3.5 and does not involve human assistance.

Madaan, Aman, et al. "Self-refine: Iterative refinement with self-feedback." arXiv preprint arXiv:2303.17651 (2023).



https://arxiv.org/pdf/2303.17651.pdf

Should we employ all the techniques above?

« Usually CoT can perform well under many situations
* Accuracy vs Cost:

* Additional techniques need more computational sources (self-
consistency) or additional data processing(PoT) although these
techniques can usually improve the performance.

* the trade off depends on the real application.



ChatGPT 4

COT In Medical LLMs

You
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ChatGPT
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Please discribe the imag as detail as possible and then answer the following auestions:
what isthe logo in the image?
The answer should be as detailed as possible and provide some revevant information

The discription and the detsiled is separated by one line of

The image features 2 brightly colored juice carton placed on atable with a biurred
background that suggests a Theartonis with blue

and its and features  text.

= The front of the carton hasa | I graphicof an fion ch:
dressed in sporty attire, including awhite tank top and blue shorts. The lion is playing tennis,
asindicated by the tennis rackst in one hand and a ball in the other. Surreunding the lion

character are images of fruits, which indicate the flavors of the juice inside the carton. There

are depictions of an apple, a peach, and oranges. These fruit llustrations are quite vibrant
- and realistic in appearance, in contrast to the cartoonish lion character.
| I I I -— I I I O a S Above the lion, the product name LEON" s written in large, bold, bluz letters with a white
outline, which makes it stand out against the orange background. Below the name, there are:

smaller white letters that read “jablka, brzoskwinie, pomararicze," which are the Polish words

for “apples, peaches, oranges,” describing the juice flavors.

Atthe bottom of the carton, there is a circular blug logo with a checkmark symbol and the
text "ZRODEO WITAMIN® which translates to "SOURCE OF VITAMINS in Polish. This

suggests that the juice is being marketed as a healthy option, rich in vitamins.

The background contains other items that are out of focus, including a wicker basket with a
pink riobon, grezn grapes, and what appearsto be a decorative white miniature bicycle. To
theright, there's a glimpse of a red rase and a bowl that contains seme sort of food, possibly

pastries or bread

The logo onthe carton is the "Hortex” logo, which is placed at the top of the carton. The
Hortexlogois relatively small compared tothe rest of the graphics and is characterized by
bold, white capital letters spelling "Hortex” on & red rectangular background. The text has a
shadow effect that gives asense of depth, and there appearsto be a green leaf graphic
slement to the left of the text, which is ikely a part of the logo's design, smphasizing the

company's association with natural and plant-based products.

Hortexcis well-known brand in Poland, recognized for its wide range of food products,
including frozen fruits and vegetables, as well as various types ofjuices and beverages. The

company has a history dating back several decades and is reputed for providing pro & Regenerate

Guiming Hardy Chen, Shunian Chen, Ruifei Zhang, Junying Chen, Xiangbo Wu, Zhiyi Zhang, Zhihong Chen, Jianquan Li, Xiang
Wan, Benyou Wang. ALLaVA: Harnessing GPT4V-synthesized Data for A Lite Vision-Language Model. https://arxiv.org/abs/2402.11684
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Optional reading material

In-context learning:

An Explanation of In-context Learning as Implicit Bayesian
Inference(https://arxiv.org/abs/2111.02080)

Rethinking the Role of Demonstrations: What Makes In-Context Learning
Work?(https://arxiv.org/abs/2202.12837)

Knowledge probing:

 How Much Knowledge Can You Pack Into the Parameters of a Language
Model?(https://arxiv.org/abs/2002.08910)

Knowledge editing
* Fast model editing at scale(https://arxiv.org/abs/2110.11309)
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https://arxiv.org/abs/2002.08910
https://arxiv.org/abs/2110.11309

